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 Ada Lovelace, b. 10 Dec. 1815

"I have my hopes, and very distinct
ones too, of one day getting
cerebral phenomena such that |
can put them into mathematical
equations--in short, a law or laws
for the mutual actions of the
molecules of brain. .... | hope to
bequeath to the generations a
calculus of the nervous system.”
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Vor. Lix. No. 236.] [October, 1950
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s I—COMPUTING MACHINERY AND
" ALAN TURING INTELLIGENCE
1912 -1954 S’ | By A.M.Turmva
Founder of computer science |
and cryptographer, whose work - 1. The Imitation Game.
was key to breaking the I PROPOSE to consider the question, ‘(an wachines think ?’
wartime Enigma codes, : This should begin with definitions of the meauning of the terms
lived and died here, o ‘ machine *and ‘ think ’. The definitions might be framed s0 as to

reflect so far as possible the normal use of the words, but this
attitude is dangerous. If the meaning of the words ‘ machine’
and ‘ think ’ are to be found by examining how they are commonly
used it i8 difficult to escape the conclusion that the meaning
and the answer to the question, ‘ Can machines think ?’ is to be
sought in a statistical survey such as a Gallup poll. But this is
absurd. Instead of attemvting such a definition I shall replace the
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* Baby:
— used 3.5 kW of electrical power
— executed 700 instructions per second
— 5 Joules per instruction

 SpiNNaker ARM968 CPU node:
— uses 40 mW of electrical power

— executes 200,000,000 instructions  (james Prescott Joule
per second born Salford, 1818)

— 0.000 000 000 2 Joules per instruction
25,000,000,000 times better than Baby!
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Jevons paradox

1865 “The Coal Question”

e James Watt’s coal-fired
steam engine was much
more efficient than
Thomas Newcomen’s...

N

e ...and coal consumption
rose as a result
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Bio-inspiration

* Can massively-parallel computing
resources accelerate our understanding of
brain function?

e Can our growing understanding of brain
function point the way to more efficient
parallel, fault-tolerant computation?
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Z4 SpiNNaker project
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Design principles

* Virtualised topology
— physical and logical connectivity are decoupled

* Bounded asynchrony
— time models itself
* Energy frugality
— processors are free
— the real cost of computation is energy

10



lllllllllll

SpiNNaker system
T . b

SpiNNaker
Chi

4 0,2 — 1.2 N 22 |
SDRAM

T T i)
I L 7 U

T N

01 [+ 1,1

27T F W B .



SpiNNaker

B >Dloglcc‘||'u‘

1‘ assively
P ul(l! ol

SpiNNaker chi

-

Core 12

Tlgl:\lly-cou led
| RAM
|
,__,_-L-—— T——

Core 8

g T ) Router

Core 17

Multi-chip
packaging by
UNISEM Europe

Universi
IPeM\cheerst;yr AR_;_M ald

e T T S L PR M

12



SpE

M
PG
Ar

NNoker

Router

routing tables
spike packet routing
system comms.

RAM port

synapse states
activity logs

Chip resources
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Instruction memory
run-time kernel
application callbacks
Data memory

kernel state
neuron states
stack and heap

Processor

neuron and synapse
state computations
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Network — packets

* Four packet types
— MC (multicast): source routed; carry events (spikes)
— P2P (point-to-point): used for bootstrap, debug, monitoring, etc
— NN (nearest neighbour): build address map, flood-fill code
— FR (fixed route): carry 64-bit debug data to host

* Timestamp mechanism removes errant packets
— which could otherwise circulate forever

Header (8 bits) Event ID (32 bits)
TIER| TS |0 |- |P

Header (8 bits) Address (16+16 bits) Payload (32 bits)
T SQ| TS |1 |- |P Dest Srce
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Network — MC Router

* All MC spike event packets are sent to a router

 Ternary CAM keeps router size manageable at 1024 entries
(but careful network mapping also essential)

 CAM ‘hit’ yields a set of destinations for this spike event
— automatic multicasting

* CAM ‘miss’ routes event to a ‘default’ output link

Event ID

Il

0(0(1]0|X|1]0[1 X » 000000010000010000 | 001001

1L 1L

On-chip Inter-chip
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S pl N N a k er: ...abstract problem

tapology... ...problem topology loaded
into firmware routing
tables...
Problem: represented as a ﬁ [":”:> [l |:| | >
network of nodes with a
certain behaviour... --
A 0
> ...problem is
split into two
% parts... -
/ |
— ...compile, link...
NI | || =|mm)
I the model
L behaviour reflect
...behaviour of each node ...binary files loaded into core reality

embodied as an interrupt instruction memory...
handler in code...

The code says "send message" but has no
control where the output message goes
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Event-driven software

incoming packet buffer
(spiking neuron IDs) DMA

T T T event

B v

packet buffer trigger . _ o update
event packet Dg|v§|]A > > synapses
|

DMA transfer results
(synaptic data copy)

v

control flow timer update
event > neurons <«

data flow

synaptic inputs
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~.  SpiNNaker machines

20,000 cores 100,000 cores
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~. Building the 105 machine

MANCHESTER
1824

The University of Manchester

Wiring up the 103,680 core
SpiNNaker 10° Machine




Sudoku on SpiNNaker

SpiNNaker model developed by Evie Andrew, based on:
S. Habenschuss, Z. Jonke, and W. Maass, “"Stochastic computations in cortical
microcircuit models”, PLOS Computational Biology, 9(11):e1003311, 2013.

22



SpiNNaker

SpiNNaker robot control

. Terminator Thu 10 Oct, 14:13 % Partly cloudy, 10 C / e francesco

Activities

Media Playback Audio Video Tools Help

View

Real-Time Seville Silicon Retina Output.

Colour Map (1,2,3.), Mode: (iled, (h)istogram, (i)nterpolation, (l)ines, (r)aster, (c)lear.
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 Spaun:
e 2.5M neurons
e ~100Hz firing rates
e ~500 inputs/neuron
e 125G conn/s
* 2-3 hours/s on cluster
e Real-time Spaun:
e 25,000 ARMs
 30x 48-node PCBs
 byendQ2 20147
e Other promising models:
e HTM? Leabra?

Chris Eliasmith et al, Science vol. 338, 30 Nov 2012
SpiNNaker port by Andrew Mundy
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Conclusions

« SpiNNaker:
« has been 15 years in conception...
e ...and 8 years in construction,
« and is now ready for action!

« ~40 boards with groups around the world
« 20,000 and 100,000 core machines built

« 1M core machine to follow soon
« large models: Spaun, HTM?, Leabra?

« HBP is supporting s/w development
» leading to open access

Energy scales

10°J
1 Joule

10J
0.1 milliJoule

10°J
10 nanoJoule

10J
0.1 nanoJoule

10™J
10 femtoJoule
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